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Abstract

This paper presents our approach to inferring
communities on the Web. It delineates the sub-culture
hierarchies based on how individuals get involved in the
dispersion of online objects. To this end, a relatedness
function is chosen to satisfy a set of carefully defined
mathematical conditions. The conditions are deduced from
how people may share common interests through placing
common objects on their homepages. Our relatedness
function can infer much more detailed degree of
relatedness between homepages than other contemporary
methods.

1. Introduction

1.1. Cultural dispersion on the Web

On the World Wide Web (WWW), people embellish
their homepages with links, pictures, sounds, etc. The
spread of these virtual objects is part of the cultural
dispersion on the Web. In a social hierarchy, the
dispersion is possibly fueled by the forces of
differentiation and emulation, according to the
sociological “trickle-down theory [1],” and there can be
many such hierarchies. The dispersion may reveal a lot
about the social structure of a society - it shows where
there may be contact between individuals and delineates
the sub-cultural hierarchies. These sub-cultures are
developed by people who have similar runs of experience
through common interactions, according to the sociology
of “collective selection [2].”

We are doing research on tracking and analyzing
cultural dispersion on the Web1, which deals with many of
                                                          
1 The project homepage is at http://vfashion.media.mit.edu

these issues. One of the big pieces needed for the research
is to be able to measure how homepages are related to one
another based on the objects they have adopted from
online cultural dispersion. For this purpose, we develop a
relatedness function, as will be discussed later, which
infers the relatedness between homepages from the
number of common objects, including links, images, and
so on.

1.2. Inferring communities from link information

As the WWW grows in size and complexity, inferring
high-level structure on the Web becomes increasingly
important. There has been a growing amount of work [3,4]
directed at the integration of textual content and link
information to infer structures of communities on the Web.

Pitkow and Pirolli [5] found that co-citation analysis [6]
can be helpful for identifying interesting clusters of pages
on the web. The co-citation analysis has been very helpful
for categorizing scientific papers according to how articles
cite one another. In fact, both studies in co-citation and
bibliographic coupling [7] can be inspiring to infer
relatedness between pages. For two documents p and q,
the co-citation quantity is equal to the number of
documents cited by both p and q, and the bibliographic
coupling quantity is the number of documents that cite
both p and q. The larger these quantities are, the more
likely p and q are about research in the same field.

Gibson and Kleinberg [8] try to find interesting
communities of pages on the Web through an analysis of
link topology. The communities can be viewed as
containing a core of central, "authoritative pages" linked
together by "hub pages"; and they exhibit a natural type of
hierarchical topic generalization that can be inferred
directly from the pattern of linkage.

Terveen and Hill [9] define a structure, called the clan
graph, that groups together sets of closely connected sites



from a set of seed documents based on connection
between them. The clan graphs treat links as undirected.

1.3. Our approach - developing a relatedness
function based on cultural dispersion

In this paper, we present our method for inferring
communities on the Web. It delineates the sub-culture
hierarchies based on how individuals get involved in the
dispersion of online objects. To this end, a relatedness
function is derived from a set of carefully defined
mathematical conditions. The relatedness function can
infer much more detailed relatedness between homepages
than previous methods, which use simple relation, either
binary (connected or unconnected) [9] or use the sum of
common links [5]. It helps to generate meaningful group
hierarchy even if the node-to-node distance of pages is not
taken into account.

Moreover, we differentiate homepages from objects on
them, instead of mixing them all in a hypertext structure as
in [8] and [9], so that we can take into account virtual
objects, whether they be HTML documents or not.

Finally, the relatedness function can work well
independently of whether a page or a site is chosen to be
the basic unit, so that the program may discover
communities of documents, as inferred by [5,8], as well as
communities of people. In the context of the larger area
this project addresses, the communities of people mean a
lot more than communities of documents in that they may
indicate further areas of research about particular
sociological aspects of the Web.

2. Inferring communities of cultural
dispersion

2.1. The basic hypothesis

Inspired by research on co-citation analysis [6], we can
begin to deduce the relatedness of homepages from the
number of common objects, such as links to the same set
of URLs. In this paper, we will use hypertext links as the
objects we refer to for the purpose of simplification.

The intuition is that if two homepages both link to the
same set of URLs, their owners may share similar interests
and thus may be involved in the same sub-culture. The
more links they have in common, the more likely the
owners share similar interests.

In other words, we start with counting the co-citation
quality of two homepages, but not the bibliographic
coupling quantity [7]. This is because the bibliographic
coupling quantity is difficult to calculate precisely unless
we have a complete set of the WWW, and it cannot show
the shared interests of the authors.

For simplicity, in this paper, we will regard a homepage
as the online identity of its owner. Thus, “homepage A and
B may share the same interests” means that their owners
may share the same interests. Note that in this paper we
specially regard a homepage as the site a certain individual
owns, instead of another meaning, such as "the first page,"
of the term "homepage." Therefore, the term "homepage"
in this paper means the same as the new term "homesite"
used by some web developers.

2.2. Mathematical conditions

First, we need a function for quantitatively inferring the
relatedness between any two homepages. This should not
be a binary (connected/unconnected) relation, because a
binary value discards too much useful information about
different degrees of relatedness.

The simplest function one may come up with is to
calculate the total number of common links between two
homepages, as used in traditional co-citation analysis [6]
and [5]. Although it works well for bibliography, this
method is inaccurate for analyzing the Web since
homepages vary significantly in size. This is resulted from
the fact that publishing hundreds of papers is quite
difficult, but putting hundreds of links on a homepage is
relatively easy. Thus, by counting only the total number of
common links, portal sites may be highly related to most
homepages. It is because portal sites contain so many links
that they tend to have links in common with any other
sites, while in fact portals are not especially affiliated with
most of these homepages.

On the basis of this observation, one may refine the
function to divide the number of common links by the
number of total links on each homepage. Our experiments
show that this method results in very distorted and
unfavorable measurements: the denominator (the number
of total links) has such a great effect that the numerator
(the number of common links) rarely makes a difference.
The size of the homepage turns out to be the dominant,
and almost the only, factor.

To derive a carefully designed function, a list of
mathematical conditions should be helpful. To begin with,
let us think of the affiliation of a homepage A to any URL
it links to. If A links to tA URLs in total, it is intuitive that
the smaller tA is, the higher the affiliation A may have to
any URL it links to. For example, if both homepages A
and B link to http://www.media.mit.edu but A links to a
total of 10 URLs and B links to a total of 1000 URLs, it is
likely that A is more affiliated with
http://www.media.mit.edu than B.

Based on the idea of affiliation, we can think of the
relatedness between homepage A and homepage B. Again,
assume that A links to tA URLs in total, and B links to tB
URLs in total, and they have cAB links in common (an
example is given in Figure 1.) It is obvious that A and B



are more likely to share the same interests when cAB
becomes larger or when tA and tB get smaller.

Figure 1. An example of having common links
between homepage A and homepage B.

To simplify the problem, we may list the mathematical
conditions for calculating the given homepage A’s
affiliation to the number of common links, cAB. Later, by
combining both A’s and B’s affiliation to the set of
common links, we can get the final relatedness function
between A and B.

As listed below, we have integrated the mathematical
conditions for selecting the affiliation function which
calculates A’s affiliation to the links A and B have in
common. Let’s call the affiliation function f (cAB, tA). The
first parameter is the number of the links, which are linked
by both A and B, we want to count homepage A's
affiliation to. The second parameter is the total number of
links on homepage A. The parameters are always natural
numbers.
(1) f (n, m) < f (n+1,m), where n+1 < m.

The larger the number of common links, the greater A’s
affiliation to this set of links.

For example, two out of three links on A implies more
affiliation than one out of three links on A.
(2) f (n, m+1) < f (n, m), where n < m.

The larger the number of total links on A, the less A’s
affiliation to a certain set of links on it.

For example, one out of three links on A implies more
affiliation than one out of one hundred links on A.
(3) f (n, m) < f (an, am), where n < m, and a > 1.

Even though the fraction n/m is equal to an/am, the
larger the numbers, the more concrete evidence of
affiliation.

For example, three out of nine links on A implies more
affiliation than one out of three links on A.
(4) f (n, m) < a f (n, am), where n < am, and a > 1.

From our experience, the decline of the value of
affiliation should not be too reactive to the total number of
links, as the lower curve on Figure 2. Otherwise, the total

number of links will be the only dominant factor of the
function. A less steep curve, the upper curve on Figure 2,
may resolve this problem. Thus, f (n, am) should be larger
than (1/a) times f (n, m).
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Figure 2. Possible change of f(n,m) when n=1.
The lower line represents a function that reacts
too much to m, the number of links on the
homepage in total.

2.3.  Relatedness function

There can be many possible functions to satisfy these
mathematical conditions. The affiliation function we
choose is:

If n=0,
f (n, m)=0

else

f (n, m)=
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+
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 ,where 0 < kn ≤ km, 1 ≤ rn < rm.

rn is the order of the root taken of n, rm is the order of
root taken of m.

The reason that rm should be larger than rn is that m is
always larger and varies a lot more than n. To avoid m
becoming the dominant factor, rm needs to be larger than
rn. The coefficients: kn, km, rn, rm can be determined by the
feedback from the actual data. Our experiment shows that
to set rn around 1 and rm ≥ 2 works well.

Examples of refining the coefficients are shown in
Figure 3 and Figure 4.

Thus, the relatedness function between A and B can be
labeled g(fA, fB). We can then set, for example,

g(fA, fB) = 
BA ff ,

which is the geometric mean of A's and B's affiliation
to their common links. This function is one of the simplest
functions that fit the mathematical conditions we specified.
As long as a function fits the conditions and has
appropriate coefficients, it should behave reasonably well.



2.4. Discrimination value

For better accuracy, we also refine the function in our
program based on some other criteria. For instance, instead
of treating all links on homepages equally, weighting links
that are shared by only a few people more can be more
accurate. Links that are linked by only a few people may
reveal the specific interests of their users better than those
widespread links. For example, almost all homepage in the
GeoCities have a link to the GeoCities front page, and
only a few homepages have a link to a certain group in the
MIT Media Lab. Obviously, the latter reveals a lot more
about a person's specific interest than the former.

Besides, incorporating time as a factor may make the
underlying information flow even clearer. Since a person

may change his interest, the link a person recently links to
can reveal more about his recent interest. The length of the
period over which an individual adopts a certain link may
also be meaningful: short-period means short-term
interest. Furthermore, some links may get popular in a
short period of time. These recently fashionable links may
have significant cultural meanings so that they get popular
so fast. Therefore, the fashionable links can be weighted
more than ordinary links. The statistics of the temporal
dynamics can be obtained from a system called "virtual
fashion" that we have developed.

Based on these observations, the relatedness function
can be further refined to give every link different
discrimination value. The actual implementation differs
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Figure 3. The left and right charts show samples of the behavior of the affiliation
function for rm=1 and rm=2, respectively. The right chart shows a more favorable
choice of rm.
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Figure 4. For sample case of n=1, above charts show the behavior of the affiliation
function for different kn and km. The bottom-right one is more favorable than others.



according to which criteria are more important for the
specific research.

2.5. Clustering the homepages based on their
relatedness

By calculating the multidimensional relation between
homepages with the relatedness function, our program
categorizes homepages into hierarchical clusters [10]. The
relatedness is equal to the "distance" from the perspective
of clustering algorithms. Starting from the highest
relatedness observed, the program progressively decreases
the threshold of relatedness to find homepages connected
directly or indirectly to one another with relatedness above
the threshold. Thus it gradually discovers sub-culture
hierarchies within the set of homepages. Efficiency can be
increased by optimizing the implementation of the
clustering algorithm, a discussion of which is beyond the
scope of this paper.

Our approach generates meaningful group hierarchies
even if the node-to-node distance of pages is not taken into
account. Our experiments with about nine thousand
homepages show satisfactory results. For example, in the
MIT Media Lab domain, a group inferred by the method
usually consists of people in similar research fields, and a
certain sub-group may consist of people in the same
research team.

3. Conclusion

By analyzing the dispersion of online objects among
homepages using a relatedness function, we develop a
method to infer sub-culture hierarchies on the Web. The
relatedness function may also be incorporated into other
contemporary approaches such as [5,9] to refine their
measure of similarity/relatedness between pages.

In addition to clustering homepages, the function can
also be applied to classifying virtual objects. The
hypothesis then becomes: if two objects are both linked by
the same set of homepages, they may be related. By
tracking and analyzing cultural dispersion on the Web, we
hope to further understand how the Web functions as a
social environment.
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